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Modern cloud-native development faces a fundamental paradox: despite
sophisticated orchestration platforms like Kubernetes, developers spend ap-
proximately 50% of their time writing infrastructure “glue code” rather than
business logic. This paper presents HariKube, a novel architecture enabling true
cloud-native application development while addressing Kubernetes’ storage-
layer bottleneck. By replacing ETCD with a database-agnostic middleware
layer and promoting Kubernetes API primitives to first-class application compo-
nents, HariKube aims to achieve an order-of-magnitude reduction in boilerplate
code and significantly faster time-to-market. We analyze three fundamental
problems in current cloud-native development practices and demonstrate how
architectural innovation at the storage layer enables Kubernetes to function as a
comprehensive application platform rather than merely a container orchestrator.

This whitepaper is subject to updates as HariKube evolves.

Introduction

The cloud-native computing paradigm promised to liberate developers from infrastructure

concerns, allowing them to focus on business logic and feature development. Kubernetes

emerged as the de facto standard for container orchestration, with widespread adoption

across enterprises of all sizes. However, empirical evidence suggests a significant gap be-

tween the promise and reality of cloud-native development.

The Current State of Cloud-Native Development

Contemporary software development organizations face three interconnected challenges:
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1. Infrastructure Development Overhead: Developers spend approximately 50% of de-

velopment time on infrastructure related concerns before implementing any business

functionality. (Stripe 2018)

2. Persistent Dev/Ops Separation: Despite the DevOpsmovement’s stated goals, organi-

zational silos have reemerged. Developers have become part-time infrastructure engi-

neers, while platform teams have become bottlenecks building internal Platform-as-a-

Service (PaaS) solutions. (DuploCloud 2023)

3. Superficial Cloud-Native Architecture: Applications run in Kubernetes but not on

Kubernetes. Containers serve as packaging mechanisms rather than architectural

transformations, with application logic remaining architecturally independent of

cloud-native primitives. (Container Solutions 2019) (OpenLogic 2021)

Objectives

This paper examines HariKube’s dual approach to these challenges:

• Application Architecture Transformation: Elevating Kubernetes API primitives to first-

class application components

• Storage Layer Innovation: Replacing Kubernetes’ ETCD backend with database-

agnostic middleware to eliminate scalability bottlenecks and enable enterprise scale

deployments

Problem Analysis

Problem 1: Infrastructure Development Overhead

Research consistently demonstrates that software engineers spend approximately 50% of

their time on “glue code” and infrastructure integration rather than core business logic. Fig-

ure 1
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This phenomenon reflects a fundamental inefficiency in modern cloud-native development

practices, representing a systematic misallocation of engineering talent. Many software en-

gineers report that their work feels more about “cobbling things together” than implementing

algorithms and business logic.

The following breakdown illustrates how development time is typically allocated in cloud-

native applications:
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Figure 1: Developer Time Allocation: Business Logic vs Infrastructure

In addition, production applications routinely contain thousands of lines of code dedicated

solely to cloud infrastructure resources, not core logic.
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This overhead compounds across every service in a microservices architecture. A typical

enterprise application with 20 microservices might have 20 separate authentication imple-

mentations, 20 different logging configurations, and 20 variations of the same deployment

patterns. Figure 2
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The bifurcation of effort creates measurable cognitive load:

• Context Switching: Developers oscillate between domain logic and infrastructure con-

cerns

• Mental Model Complexity: Maintaining parallel understanding of business require-

ments and deployment mechanisms

• Debugging Ambiguity: Failures may originate from business logic or infrastructure

integration

• Learning Curve Overhead: Expertise allocation to infrastructure tools rather than do-

main knowledge

Problem 2: DevOps Paradox and Organizational Silos

Despite DevOps’ stated goal of eliminating operational silos, modern cloud-native develop-

ment has reconstituted them with different boundaries Table 1.

Table 1: Organizational Responsibility Model

Developers Platform Teams

Want to

Consume services Manage infrastructure

Focus on business logic Ensure reliability

Ignore infrastructure Enforce security

Control scalability

Expertise

Business domains Distributed systems

Algorithms Infrastructure ops

User experience Performance tuning

Infrastructure as code:

Developers write MORE infrastructure, not less

Infrastructure-as-Code (IaC) tools (intended to empower developers) have inadvertently cre-

ated new problems:
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1. Responsibility Inversion: Developers became responsible for infrastructure definition

they lack expertise to optimize

2. Platform Team Bottlenecks: Organizations build internal PaaS layers to abstract IaC

complexity, creating dependencies on platform teams

3. Abstraction Proliferation: Each organization reinvents platform abstractions rather

than leveraging standardized interfaces

Storage-Level Multi-Tenancy Gap

Kubernetes’ namespace abstraction provides logical isolation but fails at the storage layer

Figure 3.

KUBERNETES

Namespace 1 Namespace 1 Namespace 1

Logical isolation only

ETCD

Figure 3: Namespace logical isolation without storage-level separation

Consequences:

• Performance Degradation: One tenant’s resource usage impacts all others

• SLA Impossibility: No mechanism for per-tenant performance guarantees

• Chargeback Limitations: Unable to measure or bill for actual resource consumption

• Security Concerns: Shared backend creates broader attack surface



Problem Analysis

Problem 3: Superficial Cloud-Native Architecture

The Container Boundary

Contemporary applications exhibit a fundamental architectural disconnect: cloud-native

practices terminate at the container boundary (Container Solutions 2019).

KUBERNETES LAYER

Container

orchestration
Load balancing Service discovery

APPLICATION LAYER

API frameworks
Custom service

discovery

Config

management

ORM/Database Message queues Custom RBAC

Container Boundary

Figure 4: Architectural disconnect at container boundary

Communication Pattern Analysis

Traditional microservices architectures implement service communication through external

systems, missing opportunities to leverage Kubernetes primitives.
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Aspect Traditional Approach

Kubernetes-Native

Approach

Service Communication REST APIs between services CRD operations via API

Server

Async Messaging Kafka, RabbitMQ Kubernetes watch

mechanism

Data Persistence PostgreSQL, MongoDB HariKube storage layer

Required Components REST frameworks, DB

clients, queue clients,

service discovery, retry logic

Kubernetes API only

Source of Truth Multiple systems Single API Server

Infrastructure Capabilities Comparison

The Kubernetes API provides comprehensive infrastructure capabilities that applications typ-

ically reimplement Table 3.

Table 3: Comparison of infrastructure capabilities

Capability Traditional Implementation Kubernetes Native

Persistence Database (PostgreSQL,

MongoDB)

ETCD/HariKube backend

Authorization Custom RBAC

implementation

Built-in Kubernetes RBAC

Audit Custom logging

infrastructure

Kubernetes audit logs

Events Message queue (Kafka,

RabbitMQ)

Kubernetes Events API

Versioning Application-level tracking Resource versioning built-in

API Server REST framework (Express,

Flask)

Kubernetes API server
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Capability Traditional Implementation Kubernetes Native

Authentication OAuth/JWT implementation ServiceAccount tokens

High Availability Custom failover logic Pod restart policies

Schema Validation API-level validation CRD schema validation

Watch/Subscribe Polling or WebSocket

custom code

Native watch mechanism

The HariKube Solution

Architectural Overview

HariKube addresses the identified problems through a dual-component architecture (Fig-

ure 5).
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APPLICATION LAYER

Service A Service B Service C

HARIKUBE MIDDLEWARE

KUBERNETES API

Database A Database B Database C

Figure 5: HariKube architecture

Component 1: Storage Layer Innovation

ETCD Bottleneck Analysis

Standard Kubernetes deployments face fundamental storage constraints:

• Object Limit: Approximately 40,000 objects before performance degradation

• Size Limit: 8GB total storage capacity

• Scalability: Single ETCD instance serves entire Kubernetes installation (cluster is run-

ning in full replication mode)

• Multi-tenancy: No storage-level isolation between namespaces
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• Data Filtering: ETCD doesn’t provide any data filtering options

HariKube Storage Architecture

HariKube replaces ETCD with a database-agnostic middleware layer (Figure 6).

HARIKUBE ROUTING LAYER

Resource Type
Analysis

Tenant
Identification

Storage
Selection

KUBERNETES API

Core Objects

Deployments, Services, etc

CRDs

Custom types

Tenant Data

Isolated per tenant

Figure 6: HariKube storage routing and isolation mechanism

Key Capabilities:

1. Database Agnostic: Compatible with PostgreSQL, MySQL, CockroachDB, or other rela-

tional databases

2. Eliminates Limits: No practical object count or size constraints

3. Resource Routing: Intelligent routing based on resource type and tenant

4. API Compatibility: Maintains 100% Kubernetes API compatibility

5. Data Filtering: Supports storage-side filtering
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Component 2: Kubernetes-Native Application Development

Development Paradigm Transformation

HariKube enables applications to leverage Kubernetes primitives as first-class architectural

components, fundamentally shifting where developers spend their time.

Traditional Development Effort Distribution:

Component Effort

Business Logic ~30%

REST API Layer ~15%

Database Integration ~15%

Messaging Infrastructure ~10%

Monitoring/Logging ~10%

RBAC/Authentication ~10%

Deployment Pipelines ~10%

HariKube Development Effort Distribution:

Component Effort

Define CRD Schema ~10%

Business Logic ~70%

Deploy ~5%

Platform-provided capabilities ~15%

This shift results in developers focusing primarily on business value rather than infrastructure

integration.

Application Communication Pattern

Services communicate through Custom Resource Definitions (CRDs) rather than traditional

REST APIs. Consider an order processing system:
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1. Order Service creates an Order CRD via the Kubernetes API

2. Payment ServicewatchesOrder CRDs, receives event notification, processes payment,

and patches the Order status to PAID

3. Fulfillment Service watches for Orders with status=PAID and processes fulfillment

This pattern provides significant advantages over traditional service communication:

Capability How It’s Provided

API implementation Not needed (CRD schema defines the

interface)

Authorization Built-in Kubernetes RBAC controls access

Audit trail Kubernetes audit logs capture all changes

Event-driven messaging Native watch mechanism replaces message

queues

Schema validation and migration CRD schema validation enforces data types

across versions

Versioning Resource versioning built into Kubernetes

Built-in Capabilities

Applications leveraging Kubernetes API primitives automatically gain comprehensive infras-

tructure capabilities without additional code:

Capability What It Provides

RBAC Who can access resources, what

permissions they have

Events Real-time updates, watch mechanism for

async processing

Versioning Change history, rollback capability,

comparison
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Capability What It Provides

Audit Logging Who changed what, when, complete change

trail

Schema Validation Type safety, required fields, format

enforcement

Schema Migration Built-in solution for API version changes

High Availability Auto-restart, storage-backed persistence

All of these capabilities are provided automatically by Kubernetes, no application code re-

quired. This represents a fundamental shift from building infrastructure to consuming plat-

form services.

Three Service Development Patterns

HariKube supports three complementary development patterns, each suited to different use

cases. This unified approach allows organizations to choose the right pattern for each work-

load while maintaining consistent tooling and observability.

Pattern Purpose Best For

Serverless/Nanoservices Event-driven logic via

OpenFaaS or Knative

Stateless, short-lived,

event-triggered workflows

Operators/Microservices Stateful reconciliation logic Complex business

processes, long-running

operations

Aggregation API Custom REST endpoints

embedded in K8s API

External integrations,

advanced querying,

transactions
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Serverless Layer

Watch connectors link CRD and resource changes to serverless function runtimes. Develop-

ers define a CRD and a function image, Kubernetes acts as the event source (with RBAC and

namespaces included), while the function focuses purely on business logic.

Operators Layer

For stateful and complex business logic requiring reconciliation loops. Operators continu-

ously reconcile desired state with actual state, enabling self-healing and automated man-

agement of complex workflows.

Aggregation API Layer

CustomAPI servers embedded directly into the Kubernetes control plane, enabling traditional

RESTpatternswhile benefiting fromKubernetes’ authentication, authorization, and discovery

mechanisms.

This unified approachmeans organizations don’t need tomaintain separate stacks for server-

less, operators, and APIs: HariKube provides a single platform for all three patterns.

Scalability & Performance

HariKube addresses Kubernetes’ fundamental storage constraints while enabling horizontal

scalability:

Removing ETCD Bottlenecks

Standard Kubernetes deployments face storage limits that constrain scale:

Constraint Standard K8s HariKube

Object count ~40,000 before degradation Unlimited

(database-backed)
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Constraint Standard K8s HariKube

Storage size 8GB recommended max Database capacity

Performance Degrades with scale Maintained via routing

Data filtering Missing feature Built-in feature

Horizontal Scaling

• API Server: Horizontally scalable, standard K8s practice

• Webhooks: Validation, defaulting, migration webhooks stateless services

• Database Backends: Independent scaling per tenant/resource type

HariKube’s workload-aware routing reduces contention by directing different resource types

to appropriate storage backends, enabling high-throughput operations even under peak

load.

Benefits and Impact Analysis

Developer Experience Improvements

Unified Abstraction Model

HariKube provides consistent Kubernetes API across all environments, eliminating the

“works on my machine” problem:

Environment Traditional Approach HariKube Approach

Local Dev Docker Compose, different

config format

Kubernetes API

Staging K8s cluster, different config Kubernetes API

Production K8s cluster, different config Kubernetes API

Problems Config drift, debugging gaps None (identical interfaces)
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With HariKube, developers use the same manifests, same tools, and same debugging ap-

proaches across all environments.

Multi-Tenancy with Storage Isolation

HariKube provides true storage-level tenant isolation (Figure 7).

KUBERNETES API

Tenant A Tenant B Tenant C

HARIKUBE MIDDLEWARE

Figure 7: Storage-level multi-tenancy isolation

This guarantees:

• Isolated I/O

• Independent, predictable performance

• Per-tenant SLA

• Dedicated backup

• Accurate usage tracking

Organizational Impact

Expected Impact
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Metric Traditional HariKube

Expected

Improvement

Boilerplate per

service

~17,000 lines ~1,700 lines ~10× reduction

Time to production 8-12 weeks 4-6 weeks ~50% faster

Infrastructure code

%

50% 5% ~45% reallocation

Developer context

switches

High Low Significant reduction

Services per

developer

2-3 5-8 2-3× productivity

Table 2: Expected impact metrics based on architectural analysis

Stakeholder Benefits

For Developers: - Focus on business logic rather than infrastructure integration - Use familiar

Kubernetes tooling (kubectl, existing monitoring) - Consistent deployment model across all

environments - Reduced debugging complexity (fewer abstraction layers)

For Platform Teams: - Single control plane for all applications - Native Kubernetes RBAC

and security model - Consistent observability across entire service portfolio - Storage-level

tenant isolation enables SLA guarantees

For Organizations: - Significant reduction in boilerplate translates to faster feature delivery

- Faster time-to-market for new services - Lower cognitive load leads to better architectural

decisions - True cloud-native without custom PaaS development costs

Architectural Advantages

Event-Driven Architecture
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Kubernetes watch mechanisms enable event-driven patterns without external message

queues. Watch connectors can link CRD and resource changes to serverless function

runtimes like OpenFaaS or Knative, enabling sophisticated event-driven workflows where

platform events (Pod failures, ConfigMap updates, etc) and business events (CRD CRUD

operations) all trigger automated responses.

KUBERNETES API

Service B

Service A

Service C

1. Create CRD

3. Watch event2. Watch event

Figure 8: Kubernetes-native event-driven architecture

Declarative State Management

CRD-based architecture enables declarative state management with automatic reconcilia-

tion. Developers declare desired state, and controllers continuously reconcile actual state to

match:

Reconciliation Loop:

1. Read desired state from CRD
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2. Read actual state from system

3. Calculate delta between desired and actual

4. Take action to reconcile

5. Update status

6. Repeat continuously

Benefits of Declarative State Management:

Benefit Description

Self-healing System continuously reconciles state

Idempotent Safe to retry operations

Observable Current state always visible via API

Versioned History of state changes tracked automatically

Comparative Analysis

Traditional vs HariKube Architecture

The fundamental difference between traditional microservices and HariKube’s Kubernetes-

native approach lies in infrastructure consolidation. Traditional architectures require multi-

ple independent systems (eg. REST frameworks, databases, message queues, service dis-

covery, and API gateways) each adding operational complexity and maintenance overhead.

HariKube consolidates these capabilities into the Kubernetes API itself, with HariKube pro-

viding the scalable storage layer.
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HARIKUBE KUBERNETES-NATIVE

Service A Service B Service C

HARIKUBE STORAGE

KUBERNETES API

CRDs CRDs

TRADITIONAL MICROSERVICES

Service A Service B Service C
REST REST

Database A

Message queue

Database B Database C

Figure 9: Architectural paradigm comparison

Platform Comparison Matrix

Aspect Traditional K8s Custom PaaS HariKube

Storage Scalability Limited (ETCD) Varies Unlimited

(DB-backed)

Multi-tenancy

Isolation

Logical only Varies Storage-level

Development

Complexity

High Medium Low

Infrastructure Code ~17K lines/service ~5K lines/service ~1.7K lines/service

API Standardization K8s for infra only Custom APIs K8s API everywhere

Learning Curve Steep (K8s + app) Steep

(PaaS-specific)

Moderate (K8s only)

Vendor Lock-in None High None (K8s standard)

Event-Driven

Support

External tools

needed

Varies Native (watches)

RBAC Manual

implementation

Built-in (varies) K8s RBAC native

Time to Production 8-12 weeks 6-8 weeks 4-6 weeks
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Table 3: Platform comparison matrix

Implementation Considerations

Migration Path

Organizations can adopt HariKube incrementally:

Phase 1: Infrastructure Layer - Deploy HariKube storage middleware - Maintain existing

application architectures - Benefit: Eliminate ETCD scalability constraints

Phase 2: New Services - Build new microservices using CRD-based patterns - Existing ser-

vices remain unchanged - Benefit: Immediate productivity improvement for new develop-

ment

Phase 3: Progressive Refactoring - Selectively refactor high-churn services to CRDpatterns -

Prioritize services requiring frequent updates - Benefit: Incremental reduction inmaintenance

burden

Technical Requirements

Minimum Requirements: - Kubernetes 1.24 or higher - Compatible database backend (Post-

greSQL 12+, MySQL 8+, or CockroachDB) - Network connectivity between API server and

database

Recommended Configuration: - High-availability database deployment - Database connec-

tion pooling - Monitoring and observability tooling

Security Considerations

HariKube leverages and extends Kubernetes’ native security model, providing defense in

depth across multiple layers.
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Authentication & Authorization

HariKube inherits Kubernetes’ robust authentication mechanisms:

Mechanism Description

ServiceAccount tokens Automatic workload identity

OIDC integration Enterprise identity provider support

Kubernetes RBAC Fine-grained permission control

Namespace isolation Logical separation of resources

Because HariKube uses standard Kubernetes APIs, existing RBAC policies apply automati-

cally to application CRDs.

Data Isolation

HariKube provides storage-level isolation beyond Kubernetes’ logical namespace separa-

tion:

• Per-namespace databases: Complete data isolation between tenants

• Per-resource-type routing: Sensitive resources can be routed to dedicated storage

• vCluster integration: Control plane separation for additional isolation

This architecture enables compliance with data residency requirements and provides the

foundation for per-tenant SLA guarantees.

Audit & Observability

• Kubernetes audit logs: All API operations captured automatically

• HariKube tracing: Storage layer operations fully traceable

• Prometheus integration: Metrics for monitoring and alerting
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Encryption

• TLS: All API server and database communications encrypted in transit

• Network policies: Standard Kubernetes network policies apply to all workloads

Related Work

Alternative Approaches

Kine (K3s Storage Layer): Kine, developed as part of the K3s project, provides an ETCD-to-

SQL translation layer supporting PostgreSQL, MySQL, and SQLite. While Kine addresses the

storage backend limitation, it operates purely as an ETCD shim, translating API calls without

providing additional platform capabilities. HariKube builds upon this foundation with signifi-

cant enhancements:

Capability Kine HariKube

ETCD replacement Yes Yes

Per-namespace database isolation No Yes

Per-resource-type routing No Yes

Workload-aware data routing No Yes

Dynamic database topology No Yes

Multi-tenancy isolation No Yes

vCluster integration No Yes

Operator Pattern: Kubernetes operators extend functionality through custom controllers but

still require traditional application architectures for business logic. HariKube complements

operators by removing ETCD bottlenecks and enabling operators to scale without storage-

layer constraints.

Service Mesh: Technologies like Istio and Linkerd address service communication but add

complexity and don’t eliminate infrastructure code in applications. HariKube’s CRD-based
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communication pattern provides similar service-to-service capabilities without additional in-

frastructure layers.

Custom PaaS: Organizations building internal platforms (e.g., using Backstage, Crossplane)

create new abstractions but introduce learning curves and vendor lock-in. Crossplane fo-

cuses on infrastructure provisioning rather than application development patterns, making it

complementary rather than competing with HariKube.

Comparison Matrix

Approach Scope Vendor Lock-in Learning Curve

Kine ETCD replacement only None Low

Crossplane Infrastructure provisioning Medium Medium

Custom PaaS (Backstage, etc.) Full platform High High

HariKube K8s as application platform None (K8s native) Low

HariKube Differentiation

HariKube differs fundamentally by:

1. Addressing root cause: Storage scalability and isolation rather than symptoms

2. Leveraging standard APIs: Kubernetes APIs rather than creating new abstractions

3. Enabling true cloud-native development: Applications built on Kubernetes, not just in

Kubernetes

4. Providing multi-tenancy: Storage-level isolation not available in other solutions

Conclusion

This paper has demonstrated that current cloud-native development practices suffer from

three fundamental problems:
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• excessive infrastructure overhead

• persistent organizational silos

• and superficial cloud-native architecture.

These problems share a common root cause: Kubernetes’ storage-layer limitations prevent

it from serving as a true application platform.

HariKube addresses these challenges through dual innovation: replacing ETCD with

database-agnostic middleware to eliminate scalability constraints, and promoting Kuber-

netes API primitives to first-class application components. This approach is designed to

deliver substantial improvements (an order-of-magnitude reduction in boilerplate code and

significantly faster time-to-market) while maintaining full Kubernetes API compatibility and

avoiding vendor lock-in.

The architectural transformation enabled by HariKube represents a paradigm shift: Kuber-

netes becomes not just a container orchestrator but a comprehensive application platform.

Applications built on HariKube leverage declarative state management, built-in RBAC, native

event-driven patterns, and automatic audit trails: infrastructure capabilities that traditionally

required thousands of lines of custom code per service.

As cloud-native computing continues to evolve, HariKube illustrates how addressing founda-

tional architectural constraints can unlock the original promise of cloud-native development:

enabling developers to focus on business logic while the platform provides sophisticated

infrastructure capabilities automatically.

Appendix A: Glossary

API Server: The Kubernetes control plane component that exposes the Kubernetes API

CRD (Custom Resource Definition): Kubernetes extension mechanism allowing custom re-

source types

Declarative Configuration: Specifying desired state rather than imperative commands

ETCD: Distributed key-value store used as Kubernetes’ default backing store
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Kubernetes-Native: Applications architecturally integrated with Kubernetes primitives

Multi-Tenancy: Running multiple independent customers/teams on shared infrastructure

Namespace: Kubernetes mechanism for logical isolation within a cluster

Reconciliation Loop: Controller pattern that continuously aligns actual state with desired

state

Watch Mechanism: Kubernetes API feature enabling real-time notifications of resource

changes
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• FAQ: https://harikube.info/faq/
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